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284 ◾ Building Next-Generation Converged Networks

11.1 Introduction
Cyber-attacks carried out directly against networking infrastructure are becoming more and more 
prevalent. Both the number and the complexity of attacks have increased dramatically in the last 
years. At the same time, the surges of network security threats have the potential to signi"cantly 
impede productivity, disrupt business and operations, and result in information and economic 
losses.

Typical perimeter defenses, such as "rewalls, conventional network intrusion detection sys-
tems (NIDS), application proxies, and virtual private network servers, have become important 
components of a security infrastructure. However, they do not provide a su!cient level of protec-
tion against sophisticated attacks. Besides, the network has a dynamic behavior for which more 
elaborate and complicated security procedures need to be derived; this is emphasized when di#er-
ent network segments work with di#erent protocols and services. In addition, when a new service 
is introduced, or the number of users changes, network dynamics is altered, and this produces 
modi"cations to which the security tasks need to adapt in order to protect the network. To over-
come these limitations, one promising approach makes use of entropy to obtain knowledge of 
the structure and composition of tra!c, which is summarized by behavioral tra!c pro"les. $is 
approach is being proposed as a good candidate in tra!c characterization for the development of 
a new generation of NIDS. Some of today’s major challenges in NIDS design are to achieve sen-
sitivity in the detection of sophisticated attacks, to successfully obtain an early detection, and to 
minimize false-positive and false-negative rates, among others.

In this chapter, we present methodologies based on information theory and present entropy 
spaces and pattern recognition (PR) techniques for decision-making processes in order to detect 
anomalies in tra!c traces. We introduce the entropy space technique together with the excess 
point methodology, and both help us characterize special features by using probability density 
function (PDF) estimations. In some cases, a Gaussian distribution is used to show that it is close 
in the description of distances to a central reference point in the entropy spaces that allows us to 
classify anomalies for di#erent time slots in a tra!c trace.

11.2 Background
In this section, we review the basic concepts of intrusion detection systems (IDSs), entropy, princi-
pal component analysis (PCA), and PR that are relevant to the approach we are proposing.

11.2.1 Intrusion Detection Systems
$e attacks launched against hosts or networks are identi"ed as intrusions. An intrusion to a 
host or network is de"ned in [1] as an unauthorized attempt or achievement to access, alter, 
render unavailable, or destroy information on a system or the system itself. Individuals regarded 
as intruders include both those without the proper authorization for the use of resources and 
those who abuse their authority (insiders) [2]. Heady et al. [3] also de"ne intrusion as any set of 
actions that attempt to compromise the con"dentiality, integrity, or availability of a computa-
tional resource. $roughout this chapter, we will use the terms intrusion and attack interchange-
ably. $e de"nitions for intrusion detection and IDS used in this chapter are as follows: Intrusion 
detection is the problem of identifying an attempt to compromise the con"dentiality, integrity, 
or availability of a computational resource or information. IDS is a computer system (possibly a 
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combination of hardware and software) that automates the intrusion detection process. Note that 
intrusion detection is generally decoupled from the response to the intrusion. Typically, an IDS 
only alerts the information technology (IT) manager when an attack or a potential attack condi-
tion is recognized. $e IT manager then takes necessary and appropriate actions to minimize 
(preferably avoid) any actual damage. Basically, IDSs can be classi"ed into two types: host IDS 
(HIDS) and NIDS. A HIDS operates on individual devices or hosts in the system to monitor and 
analyze all the incoming and outgoing tra!c on the device only; such systems are not addressed 
in this chapter. On the other hand, NIDS sensors are typically connected to a network through 
the use of switched port analyzer connections or taps placed at strategic locations having the abil-
ity to monitor all tra!c on a network, and its position allows them to detect attacks on any host 
in the network they protect. When intrusive activity occurs, the NIDS generates an alarm to let 
the network administrator know that the network is possibly under attack. A passive NIDS is not 
proactive in that it does not take any action by itself to prevent an intrusion from happening once 
detected. A reactive system, also known as an intrusion prevention system (IPS), autoresponds to 
threats, for example, recon"gures access control list on routers and "rewalls dynamically, closes 
network connections, kills processes, and resets transmission control protocol (TCP) connections. 
Intrusion prevention technology is considered by some to be a logical extension of intrusion detec-
tion technology [4,5]. NIDSs play a fundamental role in any enterprise’s multilayered defense-
in-depth strategy as they constitute, besides "rewalls and cryptography, the third security layer. 
NIDSs can be subdivided into two categories with respect to the implemented detection technique, 
namely, misuse-based NIDS, also sometimes referred to as signature-based NIDS (S-NIDS), and 
behavior-based NIDS, also known as anomaly-based NIDS (A-NIDS). S-NIDSs are relying on 
pattern matching techniques; they monitor packets and compare with precon"gured and pre-
determined attack patterns known as signatures [6]. According to [7], these signatures can be 
classi"ed into two main categories based on the information they examine to detect subversive 
incidents: content-based signatures and context-based signatures. Content-based signatures are 
triggered by data contained in packet payloads, and context-based signatures are triggered by data 
contained in packet headers. $ese signatures are based on known vulnerabilities such as those 
published by Common Vulnerabilities and Exposures [8]. In terms of advantages, these systems 
are very accurate at detecting known attacks and tend to produce few false positives (i.e., incor-
rectly %agging an event as malicious when it is legitimate). $ere are two important drawbacks 
to signature-based IDS solutions. First, there will be a lag between the new threat discovered and 
the signature being applied in NIDS for detecting the threat. During this lag time, the NIDS 
will be unable to identify the threat. Second, on large-scale networks, where the amount of data 
passing through the network is extensive, S-NIDSs have performance and scalability problems. 
Most widely deployed NIDS are signature based; an example is Snort [9], an open-source NIDS 
or IPS capable of performing real-time tra!c analysis to detect possible attacks, instances of 
bu#er over%ows, stealth port scans, etc. With respect to anomaly-based systems, they must cre-
ate a pro"le that describes the normal behavior of certain tra!c features based on information 
gathered during a training period. $ese pro"les are then used as a baseline to de"ne normal 
activity. If any network activity deviates too far from this baseline, for example, when an attack 
occurs, then the activity generates an alarm. Anything that does not fall within the boundaries 
of this normal use is %agged as an anomaly that may be related to a possible intrusion attempt. 
Anomaly is a pattern in the data that does not conform to the expected behavior, also referred to 
as outliers, exceptions, peculiarities, and surprises [10]. Anomaly-based systems have the advan-
tage over signature-based systems in the ability to detect never-seen attacks (zero-day attacks) 
from the moment they appear. Nevertheless, if the pro"le is not de"ned carefully, there will be 
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lots of false alarms, and the detection system will su#er from degraded performance. Another 
limitation that is well known in the research community is the di!culty of obtaining enough 
high-quality training data. Traditional anomaly-based systems use a volumetric approach to 
detect anomalies by monitoring the amount of tra!c in the network. However, volumetric 
intrusion detection has become ine#ective because the behavior patterns of the attacks have 
evolved; these attacks attempt to avoid detection by low-rate infection techniques. $is issue 
has been addressed with the introduction of solutions based on robust tra!c features that are 
sensible to low-rate attacks [11]. $e tra!c features are extracted from the packet headers, pay-
load, or a combination of both. Lakhina et al. [12] applied an information-theoretic analysis 
on feature distributions of IP addresses and service ports using entropy to quantify the changes 
in those tra!c distributions. Some examples of anomaly-based systems include NETAD [13], 
LERAD [14], and PAYL [15].

Network anomaly detection has been approached using various techniques such as arti"cial 
intelligence [16], machine learning [17], statistical signal processing [18], and information theory 
[19]. A malicious activity has behavior patterns that can be distinguished from a legitimate one. 
For example, scanning is a typical process that an intruder often uses to gather knowledge from 
the target. $ese probes are atypical of a legitimate user and alter the natural diversity of network 
tra!c. Information theory metrics have been used to detect speci"c types of malicious tra!c such 
as port scanning attacks, distributed denial-of-service (DDoS) attacks, and network worms.

11.2.1.1 Data Preparation for Traffic Profiling

Supervised detection builds speci"cations of normal behavior from training data, and it is clear 
that the e#ectiveness of the detection critically relies on the quality and completeness of the train-
ing data. $erefore, one requirement imposed on a training data set is that it should be attack-free, 
that is, it should not contain malicious activity that would induce the resulting models to consider 
malicious behavior as normal. $e cleaning process of the training data can be performed manu-
ally; however, this time-consuming alternative may be prohibitive for a large amount of raw tra!c 
data. In addition, this cleaning process has to be performed periodically because the system needs 
to be updated regularly to adapt to network changes. Manual inspection can be assisted by an 
S-NIDS, which can preprocess the training set to discover known attacks (e.g., web scanners and 
old exploits).

11.2.2 Entropy
Entropy has been used by various disciplines, one of which is physics. Mathematically, entropy 
measures the concentration of a PDF, so that the entropy is large when the PDF is not concen-
trated. $e entropy therefore has a similar role as the variance. However, in contrast to the vari-
ance, the entropy is completely independent of the expected value and of any norm structure on 
the sample space [20]. Commonly, it is necessary to describe events in terms of its complexity, 
disorder, randomness, diversity, or uncertainty; it is in these cases where the entropy becomes a 
fundamental tool to quantify these types of properties in the data. Shannon [21], in a well-known 
publication of 1948, proposed a mathematical tool to measure the entropy and it was the origin 
of information theory. In information theory, entropy is a function that measures the information 
content of a data set or, equivalently, measures the uncertainty of a random variable.

Consider a discrete random variable X that takes values from an alphabet χ = {x1,⋯, xM} 
with cardinality M, where a realization is denoted by xk. Let px(xk) denote the discrete PDF or 
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probability mass function of X so that px(xk) is the probability that realization xk occurs. Shannon 
entropy for a random variable X is de"ned by its expected information content:

 H X E I p x p xX X k X kk

M
( ) log=   = ( ) ( )−

=∑ 21
,  (11.1)

where IX = −log2 px(xk) is the information content of a particular realization xk. Because we use 
the base 2 logarithm, entropy has units of bits (natural logarithms give nats, and base 10 logs 
give bans). In this chapter, base 2 logarithms are used and 0 log2 0 is de"ned to be 0. $e entropy 
attains its minimum value H = 0, when all the realizations in a sample space are the same, that is, 
the state is pure, which is when pX(xk) = 1 for some k = 1, …, M. On the other hand, the maximum 
value H = log2 M is related to realizations that are equally probable corresponding to a totally 
random state, that is, pX(xk) = 1/M, ∀k.

Probability distributions pX(xk) = pk can be approximated by relative frequencies from a training 
data set of size N. $ese are the naive empirical-frequency estimates of the probabilities denoted 
by p̂k kn N= , where nk counts the number of times each xk appears in the data set. Replacing 
the probabilities pk by p̂k in Equation 11.1, the Shannon entropy of a data set can be estimated as 
follows:

 ˆ ( ) ˆ log ˆ logH X p p n
N

n
Nk k

k

M
k k

k

M

= − = −






= =
∑ ∑2

1
2

1

.  (11.2)

$e entropy estimator underestimates the actual entropy for small data sets [22], but the data 
sets used in tra!c analysis are large enough to make a small bias that vanishes in the limit.

Entropy has been extensively studied for anomaly detection and prevention [12,23–25]. 
Researchers have suggested the use of entropy as a succinct means of summarizing tra!c distri-
butions for di#erent applications, in particular, in anomaly detection and in "ne-grained tra!c 
analysis and classi"cation. With respect to anomaly detection, the use of entropy for tracking 
changes in tra!c distributions provides two signi"cant bene"ts. First, the use of entropy can 
increase the sensitivity of detection to uncover anomalous incidents that may not manifest as 
volume anomalies. Second, using such tra!c features provides additional diagnostic informa-
tion into the nature of the anomalous incidents (e.g., making distinction among worms, DDoS 
attacks, and scans), which is not available from just volume-based anomaly detection [26]. When 
an attack takes place, it is likely to produce some kind of unusual e#ect on the network tra!c 
(illegitimate tra!c); on the other hand, if the data %ow is licit, there will be no unusual e#ect on 
the tra!c (legitimate tra!c). Entropy measures allow identifying changes in distance and diver-
gence between the probability densities related to these two types of tra!c. Entropy measure can 
be used to detect such anomalies in the tra!c monitored; for example, in Figures 11.1 and 11.2, 
entropy for the tra!c features of IP source address (srcIP), IP destination address (dstIP), source 
port (srcPrt), and destination port (dstPrt) is shown. $ese entropy values are obtained from the 
packets being monitored as a function of time. In both "gures, the Blaster worm attack was 
introduced, and those entropy values are the result of the Blaster propagation. $is analysis is at 
the packet level, that is, a promiscuous method where the tra!c features are extracted from each 
and every packet that traverses the router where monitoring takes place. $e monitoring is carried 
out at "xed time slot with durations of 60 s each, or each time slot corresponds to 1 min of tra!c 
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288 ◾ Building Next-Generation Converged Networks

monitored. In Figure 11.1, one can see that, at the "rst 70 min, the entropy values vary within 
normal or typical levels and have normal randomness; after the 70th minute, when the Blaster 
worm was introduced, the entropy levels start incrementing signi"cantly in a very short time for 
the srcIP and the dstIP features. During the Blaster worm propagation experiment, there can be 
seen two points in the 38 min that last such attack. First, the entropy value according to the spe-
ci"c tra!c feature is stabilized to a high or low value with almost no randomness in such values; 
second, the entropy for the features corresponding to the sources (either port or address) and those 
of the destinations has a negative linear dependency that is di#erent in sign from that of normal 
tra!c. $ese e#ects are also caused by the worm dynamics, that is, variation in srcIP is small, but 
a high variation of dstIP is attempting to infect computers.

Figure 11.2 shows the entropy values for the four features of the tra!c that correspond to the time 
slots 1 through 10 of Figure 11.1. $is close view of Figure 11.1 permits the identi"cation of another 
interesting property of the entropy-based tra!c analysis that is not seen easily. In time slots 3 and 4, an 
anomalous behavior can be detected in the features corresponding to the srcIP and the dstIP because 
there is negative linear dependence; that is, when one increases in value, the other decreases in value 
and vice versa. A closer view at the tra!c packets in such time slots allowed seeing that there was a scan 
attack directed toward the ports of the proxy server monitoring the network. $e interesting point of 
this scan attack is that there was an attack that is within normal entropy levels and that the entropy 
levels should not be considered the only procedure to detect anomalies.

Figure 11.3 shows tra!c as a function of time. Tra!c is measured in units of packets per time 
slot, that is, number of packets per minute. From the point of view of tra!c volume, it can be 
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seen that the Blaster worm attack can be detected, but the attack detected by the negative linear 
dependency of the entropy values, as shown in Figure 11.2, cannot be detected (time slots 3 and 
4) because the tra!c volume in such time slots is within normal levels.

11.2.3 Pattern Recognition
Network intrusion detection (NID) is essentially a PR problem in which network tra!c patterns 
are classi"ed as either normal or abnormal. $is section presents a brief introduction to the basic 
concepts of PR. For a more extensive treatment, see, for example, [27–29].

PR is the scienti"c discipline of machine learning (or arti"cial intelligence) that aims at clas-
sifying data (patterns) into a number of categories or classes [30]. To understand how PR works, it 
is needed to describe some important concepts.

 Pattern: It is a representation of a given object, observation, or data item. Examples of pat-
terns are measurements of a voltage signal in electrocardiogram, a pixel in a two- dimensional 
(2D) image, "ngerprints of di#erent persons, and a cluster of tra!c %ows.

 Features: It is a set of data or attributes obtained from measurements of patterns. $ese fea-
tures are useful for their further characterization.

 Feature selection: It is a process to determine which set of features is the most appropriate to 
describe a set of patterns according to their relevance. Feature selection reduces dimension-
ality by selecting a subset of original variables.

 Feature extraction: It is a process to reduce the amount of redundant data given in a set of 
features; such a set should be transformed to obtain its reduced characteristic representa-
tion. $is is done by dimensionality reduction applying (linear or nonlinear) projection of 
p-dimensional vector onto d-dimensional vector (d < p).

 Feature vector: It is the reduced characteristic representation of a given set of features. It stores 
the relevant data of such features, and it is helpful for its further classi"cation. For its easy 
management, these relevant data are represented in a vector form as shown in Equation 11.3:

 x = [x1, x2,⋯,xp]T (11.3)
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Figure 11.3 Traffic volume for the network with the Blaster attack experiments.
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 where T denotes transposition and xi are measurements of the features of an object. Each of 
the feature vectors identi"es uniquely a single pattern.

 Feature space: It is a given space where each pattern is a point in the space. Each feature vec-
tor is represented as a coordinate on such space. $us, each axis represents each feature, and 
the dimension p should be equal to the number of used features.

 Class label or class: A class can be viewed as a source of patterns whose distribution in the fea-
ture space is governed by a PDF speci"c to the class. For example, {w1, w2,⋯,wc} represents 
the "nite set of c classes of nature.

  Training set is a set of patterns already having been classi"ed.

A PR system is an automatic system that aims at classifying the input pattern into a speci"c 
class. It proceeds into two successive tasks: (1) the analysis (or description) that extracts the char-
acteristics from the pattern being studied and (2) the classi"cation (or recognition) that enables us 
to recognize an object (or a pattern) by using some characteristics derived from the "rst task [30].

A PR system’s main task is to classify patterns in a set of classes, where these classes are de"ned 
by a human who designs a system (supervised learning) or are learnt and assigned by using pattern 
similarity (unsupervised learning).

In this work, in particular, a statistical PR approach is implemented. By using this approach, 
each pattern is represented by a set of features or measurements in a p-space. An adequate feature 
selection allows establishing disjoint regions. $us, each class may be distinguished accurately as 
a di#erent class. Such disjoint regions are obtained by using training sets, and each disjoint region 
represents each class. By using the statistical approach, each decision region is determined by the 
PDF of the patterns belonging to each class.

11.2.4 Principal Component Analysis
PCA is an eigenvector method designed to model linear variation in high-dimensional data. 
PCA performs dimensionality reduction by projecting the original p-dimensional data onto the 
d-dimensional linear subspace (d < p) spanned by performing a covariance analysis between fac-
tors [31,32]. $e goal of PCA is to reduce the dimensionality of the data while retaining as much 
as possible the variation present in the original data set. In pattern classi"cation tasks, signi"cant 
performance improvements can be achieved by a mapping between the original feature space to 
a lower-dimensional feature space according to some optimality criteria. In our proposed archi-
tecture, classi"cation of tra!c patterns for intrusion detection is performed through the features 
measured or extracted from %ow clusters; this information is passed to a stage of feature selection 
implemented by PCA. Based on the above, it is possible to build more e#ective data analyses on 
the reduced-dimensional space: classi"cation, clustering, and PR.

PCA problem can be described as follows: let XX ∈ ×\ p N  be the original data of N observa-
tions on p correlated variables, that is, X = [x1, x2,⋯,xp], where xi = [x1i, x2i,⋯,xpi]T, i = 1, 2, …, 
N, should be transformed into YY yy yy yy=   ∈ ×

1 2, , ,! "p
p N  of p uncorrelated variables and orga-

nized in decreasing order according to its variance. $e covariance matrix of the random vec-
tor X is formally de"ned by cov[ ] ( )( )XX XX XX= = − −  ∈ ×∑ E T p p

X
µµ µµ \ , where μ = E[X ]. Let 

vvi
p i p∈ ={ }×! "1 1 2: , , ,  denote the eigenvectors of 

X∑  , and let λi i p∈ ={ }! ": , , ,1 2  denote 
the corresponding eigenvalues arranged in descending order. Furthermore, let V = [v1, v2,⋯,vp] 
be the p × p orthogonal matrix constructed from the eigenvectors and Λ = diag{λ1, λ2,⋯,λp} be 
the p × p diagonal matrix constructed from the eigenvalues. $e principal components are the 
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eigenvectors with the d largest eigenvalues, that is, vv vvi i i
X

p d=





∈∑ ×λ \  for i = 1, 2, ⋯, d. 

Finally, Y is given by the linear combination of optimally weighted variables [x1i, x2i,⋯,xpi]:

 Y x v x v x v VXi i pi p
i

N

= + + +( ) =
=

∑ 1 1 2 2
1

"  (11.4)

11.3 Method of Entropy Spaces
In order to make use of the method of entropy spaces (MES), one needs to generate as input the 
%ow-level network tra!c and perform an abstraction of the data to obtain a three-dimensional 
(3D) representation by point cloud data. $e coordinates of each point in the 3D space generated 
represent the naive entropy estimates of three features of a cluster of %ows for a given cluster key. 
Such generated 3D spaces under typical tra!c are used to de"ne a behavior pro"le of network 
tra!c.

$e input that needs to be generated for the application of MES starts with the de"nition of 
a trace χ. A tra!c trace is obtained where packets are captured from the network where anomaly 
detection wants to be applied, and then such a trace is divided into m nonoverlapping tra!c slots 
with maximum time duration of td seconds, which is chosen empirically according to sensitivity 
analysis. In any slot i, Ki %ows of packets are generated. $e %ows to be generated are de"ned 
under a "ve-tuple and inter%ow gap of 60 s. A "ve-tuple is a stream of packets having the same 
four %ow "elds and protocol, that is, the same source and destination IP addresses, same source 
and destination port numbers, and same protocol number [33]. $e four %ow r-"elds are labeled 
as follows: r = 1 for source IP address (srcIP), r = 2 for destination IP (dstIP), r = 3 for source port 
(srcPrt), and r = 4 for destination port (dstPrt). After that, the set of %ows are clustered for each 
slot i; in other words, one needs to "x an r-"eld, now named cluster key (CK-r). For a given i-slot, 
each cluster is formed by containing %ows under the same r-"eld but leaving free the rest of the 
r-"elds. As an example, for CK-r = 1 or CK srcIP, each cluster is formed with all %ows that possess 
the same source IP address regardless of the value of the rest of the r-"elds (r = 2, 3, 4). $ese "elds 
are denoted as free dimensions. It is clear in this example that the complete number of %ow clus-
ters depends on the cardinality of the alphabet Ai

r =1 , where Ai
r =1 is the set of IP source addresses 

shown in the tra!c trace within time slot i.
Taking the aforementioned example, entropy estimation for each j-cluster %ow that belongs 

to the CK srcIP is represented as a 3D Euclidean point, denoted as (ĤsrcPrt, ĤdstPrt, ĤdstIP)j, where 
ĤsrcPrt, ĤdstPrt, and ĤdstIP are the respective entropy estimates of the free dimensions of the cluster 
%ows calculated using Equation 11.1 or 11.2 and j i

r= =1 2 1, , ," A . $e number of points generated 
in the 3D space for each slot i depends on the number of packets captured in such slot and hence 
on the cardinality of the set Ai

r =1 . $us, the set of data points in a slot i is given by (ĤsrcPrt, ĤdstPrt, 
ĤdstIP)1, (ĤsrcPrt, ĤdstPrt, ĤdstIP)2, …, ˆ , ˆ , ˆH H H i

r
srcPrt dstPrt dstIP( ) =A 1 . One can repeat this procedure of 

obtaining the entropy points of the free dimensions for each time slot m of the tra!c trace to 
generate the entropy space of CK srcIP. Afterward, one can plot those points using a scatter plot to 
form a point cloud data. A similar procedure is repeated in order to obtain three entropy spaces of 
the three remaining CKs. In this chapter, the analysis will be focused on the study of the CK srcIP.

Figure 11.1 shows the entropy spaces of the CK srcIP for three tra!c traces. $e traces were 
captured from a campus LAN. Figure 11.4a shows typical TCP tra!c of 8 h during typical 
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working hours; similar patterns were obtained for the rest of the weekdays. Figure 11.4b and c 
shows the behavior of Blaster and Sasser worms during 30 min of tra!c capture, respectively. 
Figure 11.4a shows that, although typical tra!c tends to be concentrated, the behaviors of Blaster 
and Sasser tra!c tend to increase their entropy value and spread the points on the entropy space. 
In addition, there are patterns of positive correlation between the entropies of the free dimensions, 
speci"cally HdstIP versus HsrcPrt for Blaster worm and HdstIP versus HdstPrt for Sasser worm.

In Figures 11.1 and 11.2, the negative linear dependency was discussed because it has sensi-
tivity to some kind of attacks such as the scan attack. $is anomalous behavior is observed and 
captured clearly through the use of the entropy spaces as it can be seen in Figure 11.5, with the 
point pattern organization in such spaces that is structured di#erently from that of a normal traf-
"c entropy space. It can also be seen in Figure 11.5 that the values of entropy in such spaces are 
large. $e entropy space shown in Figure 11.5 corresponds to a di#erent data set from those of 
the Blaster and Sasser attacks shown in previous "gures. $e data set is from the CAIDA project 
and contains only the tra!c generated by the propagation of the Witty worm that was captured 
in the backbones of the Internet. In Figure 11.5b, such linear dependency can be seen through 
the correlation coe!cients of the srcPrt and dstIP features. We found that entropy estimates of 
the cluster %ows exhibit linear relationships that can be seen through the scatter plots and that are 
dependent on the network activity. $is linearized behavior has been detected in other tra!c data 
sets, con"rming its sensibility to di#erent attacks. Hence, a detection tool based on the correlation 
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coe!cients and the covariances can be applied to the tra!c data sets at the time-slot level and 
detect such trends.

Once one has the entropy spaces, one can see that these are represented by the vector X p ∈\3. 
Because the amount of information is large, a dimension reduction procedure needs to be applied. 
In this case, PCA, as introduced in Section 11.2, is applied to this vector to reduce the dimension-
ality of it and to generate a new vector z-score Zr k k∈ ≤\ , 3. To obtain accurate analysis estima-
tion, tools such as kernel density estimation (KDE) are useful. $is analysis was applied on data 
points at the slot level on the PCA-1 by using a Gaussian kernel of 200 points, with a bandwidth of 
h = 1.06σJ1/5, the Silverman’s criteria, where J is the number of observations and σ is the standard 
deviation of the set of observations. KDE shows that the tra!c slots have Gaussian bimodality 
behavior in its PDF. Each mode was labeled as principal mode and far mode, respectively, as 
shown in Figure 11.6.

For PCA-1, the empirical obtained mean values were among 4.3 (positive far mode) and 
–4.2 (negative far mode) units of PCA-1. Negative far mode was the most frequent. In the 
case of the studied attacks, far mode presented anomalous values on slots with anomalous 
tra!c. For instance, in the case of Blaster worm, the three "rst slots show values of –9, –11, 
and –13 PCA-1 units, respectively (Figure 11.7a). $ese values were classi"ed as an anomaly 

0.4

0.3

0.2

0.1

0
–15 –10 –5 0

PCA 1

Negative
far mode

Principal
mode

Slot i = 4 Slot i = 5 Slot i = 6

De
ns

ity

5 10 15 –15 –10 –5 0
PCA 1

5 10 15 –15 –10 –5 0
PCA 1

5 10 15

0.4

0.3

0.2

0.1

0

0.4

0.3

0.2

0.1

0

Figure 11.6 Density estimation of PCA-1 presents bimodal behavior on traffic slots.

0.05

0.04

0.03

0.02

0.01

0 0–15 –10

1st anomalous slot
2nd anomalous slot
3rd anomalous slot

Slot i = 3
Slot i = 2

First anomalous traffic slot (i = 2)
Second anomalous traffic slot (i = 3)
Benign traffic (i = 4 – 71)

–5
PCA 1

De
ns

ity
 es

tim
at

io
n

2.5

2

1.5

1

0.5

De
ns

ity
 es

tim
at

io
n

50 –15 –10 –5 50
PCA 1

(a) (b)

Figure 11.7 Cluster flow anomalies. (a) First three anomalous slots related to the Blaster worm 
traffic. (b) Two anomalous slots related to port scan attack.
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because each value is lower than the mean and the threshold value (–4.2). $us, this anoma-
lous behavior can be detected easily in an early stage. A second feature that was used because 
of its sensitive behavior is the standard deviation of the principal mode. $e standard devia-
tion empirically obtained in typical conditions was 1.5 units. $en, the standard deviation of 
the principal mode was taken to show anomalous behavior. For instance, in the case of Sasser 
worm, the standard deviation of the principal mode on anomalous slots decreased to 0.4 unit 
in average. In other tests, this time detecting a port scanning attack, the standard deviation 
shows 0.7 and 0.4 unit on two anomalous tra!c slots. In this case, Figure 11.7b shows an 
outlier-like density in slots 2 and 3.

Nevertheless, KDE only provides the density distribution shape but not its parameters. 
$erefore, a technique to extract these parameters (mean of the far mode and standard devia-
tion of the principal mode) is needed. It is important because these parameters can be utilized in 
A-NIDS. $e Gaussian mixture model (GMM) is the approach used to extract the parameters of 
the distribution [34]. A GMM implementation can be found in Statistic Toolbox of MATLAB®. 
gmdis tribution.fit forms groups of data and then "ts them on a GMM of K compo-
nents. $is function performs the maximum likelihood estimation of the GMM by using the expec-
tation maximization algorithm. $e algorithm returns the parameters θ π µ σk k k k k

=   =
, ,

1

K
, where 

K = 3 is the number of modes of the estimated PDF under KDE for PCA-1, πk are the proportions 
of the mixture, and μk and σk are the mean and standard deviation, respectively, that are related to 
the required information about principal and far modes.

In the PCA-1 for CK srcIP analysis, we obtain the mixture vector θk. From θk, principal and 
far modes can be identi"ed on an i slot. $e principal mode corresponds to k mixture, which has 
max (πk) (maximum proportion). $e far mode corresponds to mixture with max (|μk|) (maximum 
mean value).

According to these empirical results, feature selection chooses the far mode mean value, from 
now on denoted as r1, and the standard deviation of the principal mode, denoted as r2, as the most 
appropriate set of features. $e behavior of the aforementioned features allows one to establish 
that they are good parameters to identify anomalous and typical tra!c. Experiments described 
throughout this document support the aforementioned assumption.

Once the results of the PCA are processed by using KDE, one needs to do a tra!c analysis 
under typical conditions, which generally shows that the behavior of feature r1 follows a trimodal 
distribution, with more prevalent trends to negative values with respect to positive values and a 
residual mode centered at zero, as shown in Figure 11.8a. $e model that describes this behavior 
was "rst observed by KDE; subsequently, its distribution parameters were obtained by GMM.

Such a probabilistic model for feature r1 based on GMM is as follows:

 f r r ek k k k
k

k

r

k

k

GM 1 1
2

1

3
2

2

2

1

; ,θ π µ σ π
π σ

µ

( ) = ( ) =
−

=

−( )

∑ N σσk

k

2

1

3

=
∑  (11.5)

where μk and σk are the mean and standard deviation of the kth component, respectively, 
and πk are the mixture proportions. $e three components form a three-component vector 
θ π µ σk k k k k

=   =
, ,

1

3
. N r k k1

2µ σ,( ) represents a Gaussian multivariate distribution. $e "t values 
of this mixture are shown in Table 11.1.
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In the case of feature r2, analysis on the set of typical tra!c traces showed that their behav-
ior followed a generalized extreme value (GEV) distribution, with the following pro"le behavior 
model:

 f r r
2

2
1 1

1 1 1; , , expµ σ ξ
σ

ξ µ
σ

ξ

( ) + ∗ −
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








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
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


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−
r2

1

 (11.6)

for 1 + ξ*(x2 − μ/σ) > 0 , where µ ∈\ is the localization parameter, σ > 0 is the scale parameter, 
and ξ ∈\ is the shape parameter.

Fitting parameters for Equation 11.6 that describe the behavior of r2 are ξ = 0.2228, σ = 
0.1221, and μ = 0.9079. $e obtained shape with these values is shown in Figure 11.8b.

11.3.1 Excess Point Method
In this section, we describe the method of excess points, where the 3D entropy spaces created are used 
to determine the presence of anomalies by detecting the region where such points in the 3D space are 
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Figure 11.8 Fitting distribution to selected features in cluster flows. (a) Fitting feature by using 
GMM. (b) Fitting curve of feature by using a GEV distribution.

Table 11.1 Fit Parameters for Mixture

Parameter k = 1 k = 2 k = 3

Mixing (πK) 0.3946 0.5740 0.0314

Mean (μk) 4.3239 –4.1988 0.0980

Variance σk
2( ) 1.6378 1.3208 0.7546
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located. $is method is an alternative method to that just described. It starts with the generation of the 
entropy spaces as described in the previous section for the application of MES. $e excess point method 
consists of "nding a centroid for the benign tra!c and then characterizing it by the distances of the nor-
mal tra!c points to that benign centroid. After the normal tra!c characterization, the anomaly tra!c 
is detected by taking the anomaly points’ distances to the benign centroid previously found that exceed 
a maximum distance found for the benign tra!c (excess points). A PDF can then be found using KDE 
for both the benign and the anomalous tra!c distances to the benign centroid with which one can 
obtain a decision region that will determine if a given window can be declared as having a normal or an 
anomalous behavior. $e steps that describe the excess point method are the following:

 ◾ One must choose a number of days D in which Internet traces in the network segment to be 
analyzed will be gathered to have reliable information about the normal behavior or the network. 
$ere is a need to make a compromise in this matter, as having lots of information (many days of 
collected data) will have the e#ect of "nding a more accurate overall behavior of the network, but 
it will be time consuming and of heavy processing to analyze the tra!c. $en again, having few 
training days for the data results in a less accurate modeling of the network but will consume less 
memory, which helps in processing speed. $e proposed period to train the data is 1 to 2 weeks.

 ◾ A window time of tw seconds is declared. $is period will be the basic period used to capture 
packets in every trace. Just as in the number of days, there must be a compromise in choos-
ing the window size, as it must be su!ciently large to gather enough information about the 
trace, and it should be su!ciently small to have a faster response when an anomaly appears 
in the network segment being analyzed. $e data captured in this time window will consti-
tute the actual training data for the IDS. In this method, a window size of 60 s was used.

 ◾ Tra!c from the D days is captured in time windows, each one with duration of tw seconds. 
A total of Q time windows containing tra!c over the D days will be obtained. $en, a data 
mining process must be applied to extract the information about the packet headers in each 
window time. Although there are other parameters that could be exploited to have a di#er-
ent analysis, in this system, the features that will be used will be those regarding computer 
information (IPs) and service information (ports).

 ◾ Using the method described in this section, the entropy spaces must be found for each CK 
and for every window obtained in the D days from which the data were gathered, such as 
those depicted in Figure 11.9 for D = 5 days.

 ◾ $e next step consists of "nding the benign or reference centroid cr = (xcn, ycn, zcn) from the 
captured data. $e benign centroid constitutes the representative point that helps in dif-
ferentiating a benign from a malicious tra!c. To obtain the centroid of the captured data, a 
method based on “bins” bj is proposed.

 ◾ $e method divides the whole entropy space Hi
r  of each cluster key into m smaller cubes 

(bins) of side length s entropy units (according to the logarithm base, the units may be dif-
ferent). $e value of s must be chosen between certain range, as it must be small enough 
to preserve the behavioral characteristics of the traces, and it must be big enough to reach 
an appropriate centroid. Once a side length s is chosen, the number of bins in which each 
entropy space will be divided to is given by
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 ◾ After choosing s, an average is obtained from all the points that fall into the volume of each 
cubic bin found. $e average of each bin will function as a representative point for that bin, 
that is,

 x y z
J

x y z b mb b b u u u
u

J

, , , , , , , , ,( ) = ( ) =
=

∑1 1 2
1

!  (11.8)

 where J is the total number of points that fall within the volume.
 ◾ Once the representative points for all the bins in which the space is divided (m) have been 

obtained, an average of all these representative points must be found, and it will become the 
centroid ci

r( ) for each ith window:
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m
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r
i i i b b b
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= ( ) = ( ) =
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  Finally, the benign centroid is found by calculating an average of all the windows’ Q 
centroids:
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=

∑, , 1

1

.  (11.10)
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tion IP entropy space; (c) source TCP port entropy space; (d) destination TCP port entropy space.

K14679_C011.indd   297 9/4/2012   4:30:18 AM



298 ◾ Building Next-Generation Converged Networks

  $e centroids must be found for each cluster key. In Figure 11.10a and b, it can be seen 
that the entropy space resulting from a Blaster worm attack is easily distinguished from the 
benign tra!c entropy space as there are many excess points.

  $e reason for using this procedure (the use of bins) to "nd the benign centroid follows 
the fact that the normal behavior of the tra!c inside the network analyzed re%ects many 
entropy points that are very near the space borders. Having that many points gathered into 
speci"c areas has the e#ect of pulling the centroid near that area, and as a result, the centroid 
found will not be a good representation of the whole extension of the entropy points. With 
this procedure, a centroid closer to the middle point of the range of the space points in every 
dimension can be found.

 ◾ Once the benign centroids are found for each cluster key, the Euclidian distances δp of all the 
points p = 1, 2, …, P, in each of the entropy spaces to the benign centroid can be found. $e 
set of benign points’ distances to the benign centroid Db = {δb1, δb2,…, δbP} is then obtained.

 ◾ $e next step in the excess point method consists of obtaining the anomalous tra!c dis-
tances from the anomalous points to the benign centroid. $e entropy points are obtained 
for tra!c traces known to be anomalous using the same method used for the benign tra!c. 
$en, the malicious distances set Dm = {δm1, δm2,…, δmT} corresponding to the T anomaly 
points distances to the benign centroid.

 ◾ Having found the distance sets for the benign and anomalous tra!c entropy points, we 
use elements of Bayes decision theory to provide a Bayesian classi"er with which a tra!c 
trace can be classi"ed as having normal or unusual behavior. $e rules of the Bayes decision 
theory, explained in more detail in [29–31], are then used.

 ◾ In this methodology, there are two classes de"ned as Ci with i = 1, 2, corresponding to 
benign and anomalous classes, respectively. With the event of an input entropy point (xp, yp, 
zp), its distance to the benign centroid x and the a priori probabilities of the incoming point 
p(x) and p(Ci), the Bayes classi"er rule is applied as follows:

 if P(C1|x) > P(C2|x), x → C1, (11.11)

 if P(C1|x) < P(C2|x), x → C2. (11.12)
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  By using Bayes rule, we can obtain the a posteriori probabilities and decisions as follows:

 if P(x|C1) P(C1) > P(x|C2) P(C2), x → C1, (11.13)

 if P(x|C1) P(C1) < P(x|C2) P(C2), x → C2. (11.14)

$en, probabilities P(Ci|x) can be associated with PDFs obtained for the benign and anomalous 
entropy point distances. $e excess points, as stated in the initial description of the method, are 
those points from the malicious distances set that exceed a maximum benign distance threshold 
th. $e PDF of the benign tra!c distances is obtained. $e method used for the PDF estimation 
was the kernel smoothing algorithm. After applying the kernel smoothing algorithm, the PDF 
describing the distances from the benign points to the centroid is found. Figure 11.11a shows a 
histogram of the distances of the normal points to the srcIP benign centroid. Figure 11.11b shows 
a PDF found with the kernel estimation for the destination IP and also a normal PDF with the 
mean and variance of the distance set. $en, for the anomaly tra!c, the excess points distance set 
is found by taking all the distances from the malicious set that exceed the maximum benign dis-
tance threshold. $e threshold is obtained by the likelihood ratio method, where the total number 
of malicious points whose distance exceeds the maximum benign distance is divided by the total 
number of malicious points. An empirical analysis of training data sets helps in determining the 
value this likelihood ratio must have.

$e excess point methodology can be summarized as follows:

 ◾ Captured traces are gathered just as in the training period in windows of tw seconds. For 
every window, there will be a captured trace Y.

 ◾ Information about the trace packet headers’ features is retrieved.
 ◾ $e entropy spaces for the current window are obtained for every cluster key using the same 

methodology described.
 ◾ A new set of distances from each of the entropy space points to the benign centroid is found 

for every cluster key.
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 ◾ Every point in the set Y can be classi"ed as benign or anomalous by using the Bayes decision 
rule considering with the PDFs found in the training stage.

11.4 Architecture for A-NIDS Based on MES
In this section, we describe the overall design of our anomaly-based NID architecture. Also, 
some test results are shown where Blaster and Sasser attacks are detected using the methodology 
described in Section 11.3. $is framework (Figure 11.12) implements behavioral pro"les based 
on entropy spaces. $is architecture can be divided into two layers. $e "rst layer does training 
functions based on the selected features r1 and r2, and its respective parameters of the behavior 
pro"les are obtained by using probabilistic techniques from transformed data by PCA, whose 
models are speci"ed in Equations 11.5 and 11.6. $e second layer performs actual measurements 
on the cluster %ows in an i tra!c slot. $is procedure converts cluster %ows to a 2D point in the 
feature space. If the feature measurements are deviated from the typical tra!c pro"le, then this 
entire tra!c slot is labeled anomalous. Each block that forms the framework for the training layer 
is described as follows:

 ◾ Preprocessing: In this stage, each typical tra!c trace is sanitized. Such process is done to 
remove duplicated or miscaptured packets. $e trace is "ltered according to the protocol 
(TCP, user datagram protocol, and Internet control message protocol).

 ◾ Flow generator: On each training tra!c slot, %ows are generated according to the "ve-tuple 
de"nition.
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 ◾ Flow clustering: For a given CK-r, the generated %ows are clustered. $e number of cluster 
%ows will depend on the cardinality of the alphabet of the "xed r-"eld, that is, Ai

r.
 ◾ Entropy quanti!cation: For each cluster %ow, the naive entropy of the free dimensions is 

estimated. $e result is represented as a point cloud in a 3D space.
 ◾ Dimension reduction: $e set of entropy points in a tra!c slot is transformed by using PCA. 

$e "rst principal component behavior has properties that capture the changes in tra!c 
patterns caused by illegitimate activities.

 ◾ Feature selection: $e two selected features of the "rst principal component are obtained by 
a process that identi"es the K number of mixtures in the KDE, and their respective density 
parameters are estimated using GMM.

 ◾ Pro!le: $e analysis of the training data set under this procedure generates new data with 
the values of the features; these data are "tted with the models described in Equations 11.5 
and 11.6. With this, the typical behavior of the tra!c is characterized.

In the detection layer, the process is similar to that of the training layer; in other words, it does 
perform the functions as in the training layer from preprocessing up to the feature selection, and 
the only di#erence is that a pro"le is not generated. Instead of this, from each tra!c slot being 
monitored, and after passing the aforementioned listed stages, r1 and r2 features are extracted 
and compared to the reference pro"le provided by the training layer. In case a di#erence is found 
between such features and the obtained pro"le, that is, upon "nding feature deviations, an anom-
aly is %agged to the network administrator so that it can be further analyzed and decisions can 
be done regarding possible intrusions. $e excess point method can be incorporated within the 
A-NIDS architecture as an alternate or a backup diagnostic tool that provides the response in 
the detection layer. $e use of excess point methodology can help reduce information processing 
because the point cloud data are the ones used to perform such methodology avoiding the use of 
dimension reduction.

Figure 11.13a shows the two types of tra!c, the normal and anomalous tra!c, produced by 
Blaster. $e former is grouped into three di#erent regions, and the latter is grouped only into two 
regions. It can help to apply supervised classi"cation techniques by dividing their corresponding 
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classes. In Figure 11.13b, tra!c distribution is shown for the feature r1 on both cases of normal 
and anomalous tra!c produced by Blaster worm.

11.4.1 Results of Tests
In this section, we present results that show how, with the help of the PCA methodology, we can 
reduce the dimensionality of the entropy spaces and still detect anomalies based on a new 2D 
feature space. We also show that the characterization of the points in such feature space can be 
characterized by a mixture of Gaussian PDFs.

Figure 11.13a shows the points in the feature space after applying the PCA for the two types 
of tra!c: normal and anomalous. Each time slot produces several of the points shown. $e points 
that are not concentrated in the 2D graph are those points produced by the Blaster worm attack. 
$e normal tra!c is grouped into three di#erent regions, and the anomalous tra!c is grouped 
only into two regions. Both regions are clearly separated from one another; it helps to apply super-
vised classi"cation techniques by dividing their corresponding classes.

As seen in Figure 11.13b, the model for r1 shows a marked di#erence in the properties of traf-
"c caused by the Blaster worm with respect to typical tra!c. $e extreme points (vertices) of the 
convex hull of the data points in the feature space contain the class of normal tra!c. $en, a clas-
si"er can be designed in terms of the data instance that belongs to the outside of the boundaries 
of the class of typical tra!c.

In the case of the Sasser worm, tra!c slots are grouped in one region as shown in Figure 
11.14a. In Figure 11.14b, it shows the di#erence between normal tra!c and anomalous tra!c 
produced by the Sasser worm as a decrease in the variance in the "rst principal component, which 
is captured by feature r2.

11.4.2 Excess Point Results
$e benign centroid for the excess point method was found using the bins method with a bin’s 
side length of s = 1.5 bits, which showed good results for the centroid’s location in the entropy 
space. $e likelihood ratios for the Blaster and Sasser worms where excess points were found are 
presented in Table 11.2, where a value of zero means that there were no excess points found for a 
given cluster key.
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In Figure 11.15, the results of the PDFs found for all the parameters of a Blaster worm attack 
are shown, whereas, in Figure 11.16, the results for all the parameters of a Sasser worm attack are 
shown. As seen in Figure 11.15, for three of the four cluster keys (having dstIP as an exception, 
i.e., there were no excess points for this parameter), there is a clear detection of a Blaster attack, 
as the PDFs are easily distinguished. In Figure 11.16, for the four cluster keys, there is a clear dis-
tinction between both PDFs; therefore, the attack is detected. $e PDF "t found with the kernel 
smoothing method could be replaced by a normal distribution for both benign and anomalous 
tra!c to simplify the analysis, as has been long time studied, and the probabilities of error are well 
established for that type of distribution. $e normal distribution can be used given that the goal 
of e#ectively identifying a distinction between two classes of tra!c behaviors is accomplished.

$e excess point method performs well if attacks have the same characteristics as those of the 
Blaster and Sasser worms, where IP source and destination addresses produce high entropy vari-
ability in the entropy spaces. $e reason for which the methodology of the excess points method 
was ine!cient for other types of attacks is because some of them exhibit a behavior that derives 
into entropy points very near the benign centroid; therefore, the amount of anomaly points that 

Table 11.2 Likelihood Ratios of Blaster and Sasser Worms

Attack srcIP srcPrt dstIP dstPrt

Blaster 0.01 0.00046 0 0.000911

Sasser 0.0034 0.000325 0.0018 0.000454
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are located outside the boundary provided by the benign behavior (i.e., the excess points) is very 
small or zero in some cases, and the pro"ling for that tra!c becomes impossible with this method. 
For other attacks, the centroid obtained from the tra!c data sets can be close to the benign cen-
troid obtained by the training data set, con"rming the need to use a combination of detection 
tools in parallel to make a decision about the anomaly.

11.5 Experimental Platform, Data Set, and Tools
$e worm propagation has been tested in a class C IP network subdivided into four subnets. 
$ere are 100 hosts running Windows XP SP2 mainly. Two routers connect the subnets with 10 
Ethernet switches and 18 IEEE 802.11b/g wireless access points. $e data rate of the core network 
is 100 Mbps. A sector of the network is left vulnerable on purpose, with 10 not patched Windows 
XP stations. In the experiments, Blaster and Sasser worms were released in the vulnerable sector.

$e data set was collected by a network sni#er tool based on libpcap library used by tcpdump. 
$is data set contains traces corresponding to a 6-day period of standard tra!c in a user’s typi-
cal work hours and one standard tra!c trace combined with anomalous tra!c of the day of the 
attacks. All traces were sanitized to remove spurious data using plab, a platform for packet capture 
and analysis. Traces were split in segments using tracesplit, which is a tool that belongs to Libtrace. 
$e tra!c "les in ASCII format suitable for MATLAB processing were created with ipsumdump. 
Entropy estimation was implemented by a Perl script, which uses hash functions proving e!ciency 
and speed in the analysis of large data sets.
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11.6 Conclusions
We have proposed an architecture for anomaly detection based on information theory concepts 
such as the entropy. We have also shown that the methodology proposed is successful by detecting 
di#erent attacks using di#erent methodologies. $e proposed method has been tested under load 
on real-time network tra!c data and deploying real attacks. Empirical results have shown that 
the methods introduced in this chapter are able to detect tra!c anomalies. Techniques such as 
entropy spaces, excess point method, PR, and "tting models were used. $eir use allows identify-
ing sensible features (mean of the far mode and standard deviation of the principal mode) that 
help in detecting anomalous tra!c in speci"c slots and comparing them with normal tra!c. We 
also introduced the sensibility of the entropy to attacks of di#erent characteristics, where negative 
linear dependency captured the anomalies; this was shown by the use of correlation coe!cients 
between the four features that were analyzed from the packets in the data sets. By using these 
results, a framework architecture is proposed to analyze network tra!c anomalies. Deviations 
from a given reference obtained from typical tra!c are considered anomalous. Future work will 
consider scenarios with high volume of tra!c, the evaluation of more attacks, and adding a pre-
processing stage by using an S-NIDS like Snort. $e preprocessing implies "ltering well-known 
attacks to obtain features that represent normal tra!c in a better way.

11.7 Future Research
$e results presented in this chapter direct us to consider several actions to pursue as future 
research areas related to the area of anomaly detection in networks. For example, regarding the 
entropy spaces, we can see that these need to be de"ned formally through the use of vector spaces, 
and once having this base, the entropy space can be considered as composed of two regions: the 
benign and anomaly regions. Maximum likelihood and maximum a posteriori probability theories 
from information and communication theory could be applied in order to have a decision process.

Another area of interest would be the anomaly detection through the characterization of the 
tra!c interarrivals of packets. From the networking point of view, tra!c characteristics such as 
heavy tails, self-similarity, long-range dependence, and alpha stability are changed when an anom-
aly is present, and metrics from information theory can be used to track the amount of change and 
determine the presence or absence of anomalies.

Another important point of view is that of adaptability and dynamism that the references must 
have in order to cope with the changing characteristics of the benign tra!c because applications 
and new users are added to the network on a daily basis. Some of the results, although iterative as 
introduced in this book, can be seen as a product of a set of discrete-time sequences that need to 
be processed by digital "lters to produce a response sensible to anomalies. $ese "lters must adapt 
to the network conditions and need to be changing with time by dynamic procedures that instruct 
how parameters must be set at di#erent times.
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